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The 21st-century development pathway is facing a challenge between climate changemitigation, sustained eco-
nomic prosperity, and energy security.While extant literature focuses on drivers of anthropogenic emissions, the
role of policy measures including green energy innovation, and energy research and development are limited in
scope. Here we develop conceptual tools across IEA member countries with four decades of data that demon-
strate the role of green energy innovation, and research and development in reducing emissions. Our assessment
reveals that sectoral fossil-based CO2 contributes directly to GHG emissions by 29.7–40.6% from transport,
24.6–32% from industry, 18.6–19.5% from buildings, 15–18.4% from other sectors, and 0.5–1.1% from power.
We highlight that industrialized high-income countries converge on green energy innovation but diverge on
emissions. The empirical evidence shows that achieving green growth is possible through green energy innova-
tion amidst climate change and its impact.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Climate change has become a global concern due to its longstanding
impact on the biosphere. Adverse effects of climate change include var-
iability in weather patterns leading to extreme conditions and events
(S.A. Sarkodie).

.V. This is an open access article und
such as flooding, hunger, earthquake, tsunamis, wildfires, drought,
and sea-level rise (Bowman et al., 2020; Bronselaer and Zanna, 2020;
Fujimori et al., 2019; Trnka et al., 2014). However, climate change is in-
evitable owing to natural occurrences, increasing population, urban
sprawl, growing energy, food, and water demands (Meehl et al.,
2007). Nevertheless, the rate of biospheric deterioration driven by
human activities can be curtailed through emission-reduction strategies
(Meckling and Allan, 2020; Meckling et al., 2017).
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Energy intensity and fossil fuels are fundamental drivers of anthro-
pogenic emissions, hence, mitigating climate change entails structural
adjustment in energy systems––where renewables and new technolo-
gies can improve energy efficiency (IEA, 2020). Majority of emissions
come from sectors including buildings, industry, other sectors, power
industry, and transport––with limited technological advancement.
Decarbonization of these sectors requires technological advancement
and innovation that improve sectoral efficiency while reducing
energy intensity and emissions (Rockström et al., 2017). Efficient end-
use technologies––where energy conversion drives economic
development––are reported to contribute largely to emission reduction
compared to energy-supply technologies. Similarly, end-use technolo-
gies provide relatively high social benefits, viz. environmental, eco-
nomic, and energy security returns on technological investment
compared to energy-supply technologies (Wilson et al., 2012).

While there is no single pathway towards achieving net-zero emis-
sions, adoption of green energy innovation can accelerate the agenda
towards environmental sustainability (IEA, 2020). Global energy re-
search and development spending increased by 3% (i.e., US$ 30 billion)
in 2019 with 80% of the budget allocated to low-carbon and clean en-
ergy technologies (IEA, 2020). While several countries allocate high
budgets for research and development, very little is known about the
effect of research and development on green energy innovation, and
sectoral-fossil-based GHGemissions. The existing studies have explored
the immediate driving forces of anthropogenic emissions (Le Quéré
et al., 2019; Rosa and Dietz, 2012; Schmidt and Sewerin, 2017),
however, very few studies have assessed underlying drivers of
emissions––whereas studies on policy-drivers of GHG emissions are
limited. Policy drivers including green energy innovation and energy re-
search and development act as abatement strategies of global emissions
(Meng et al., 2020; Sarkodie et al., 2021). In a century of carbon and
energy-intensive economic growth trajectory, studies on green energy
innovation are useful in achieving decarbonized and energy-efficient
growth while mitigating GHG emissions and its impacts (D'Alessandro
et al., 2020; Wilson et al., 2012).

Owing to limitations and sporadicity of existing literature on green
energy, this study contributes to the global debate by exploring the ef-
fect of fossil-based CO2 emissions in improving green energy innovation
in 21 industrialized high-income countries using annual occurrence
data from 1975 to 2014. We use a novel convergence estimation
method to classify industrialized high-income IEA member countries
into similar emission, and energy transition pathways. We apply both
econometric and machine learning techniques to investigate the com-
plexities of anthropogenic emissions and develop conceptual tools valu-
able for policy design. The novel techniques include panel-bootstrap
bias-corrected fixed-effects, panel-kernel regularized least-squares,
panel log-t regression-based convergence, panel threshold fixed-
effects, and dynamic ARDL stochastic simulations. The selection of the
estimation tools is useful in controlling for historical and inertial effects,
transboundary correlation, heterogeneity, fixed-effects, omitted-
variable bias, andmisspecification bias. We examine the heterogeneous
effects of anthropogenic emissions, green energy innovation, energy in-
tensity, energy research and development, and service-based industrial
structure. We estimate the forty-year trend of emissions and policy
measures across countries and identify winners and losers of environ-
mental sustainability through hotspot identification and ranking. We
develop both aggregate emissions and economic sectoral fossil-based
(buildings, power, industry, transport, and other sectors) models to ex-
plore the effects of immediate, underlying drivers, and policy measures.
We predict the counterfactual change in GHG emissions from 2014 to
2064 using the business-as-usual scenario of 1% growth in energy inten-
sity across IEA member countries. Our study demonstrates that invest-
ment and integration of green energy innovation, energy research and
development, and expansion of service-based industrial structure
havemitigating effects on GHG emissions. Our predictionmodel reveals
that 1% shock in energy intensity will increase GHG emissions by over
2

5.56% in 2064. Further evidence shows fossil CO2 emissions from IEA
member countries with high GHG emission levels have a positive rela-
tionship with green energy innovation. The empirical analysis suggests
countries with historical green energy orientation may invest over 58%
more in achieving green growth through green innovation. Thus, coun-
trieswith higher GHGemissions like theUSmay perhaps improve green
energy innovation in efforts towards achieving environmental sustain-
ability while sustaining economic prosperity.

2. Methods

Our cross-country time series estimation modeling is based on data
spanning 1975–2014—retrieved from IEA, OECD, World Bank, and
EDGAR databases. Due to periodic data limitations and completeness,
our data comprise 21 industrialized high-income countries from 30
IEA member blocs. The selected countries in ISO 31661—alpha-3 code
include AUS, AUT, BEL, CAN, CHE, DEU, DNK, ESP, FIN, FRA, GBR, GRC,
IRL, ITA, JPN, NLD, NOR, NZL, PRT, SWE, and USA. The sustainable devel-
opment agenda underpins the numerous indicators selected for this
study. From energy and environmental policy perspective, the utiliza-
tion of aggregated fossil fuel-based CO2 limits the specificity of sectoral
contributions towards anthropogenic emissions, hence, hamper climate
control frameworks.We adopt disaggregate fossil-based CO2 namely in-
dustry, power, buildings, transport, and other sectors (agriculture and
waste) (Crippa et al., 2019). Data on energy research and development
are adopted via a perpetual system of stock inventory (Chakraborty and
Mazzanti, 2020). Total patent counts from OECD-categorized GHG
abatement technologies (carbon capture, storage, and sequestration)
and service-based gross domestic product are used as surrogates for
assessing green energy innovation and industrial structure following
the extant literature (Popp et al., 2011). Green energy innovation is de-
fined herein as energy-based innovations, technologies, and practices
with emission reduction effect. The selection of service-basedGDP as in-
dicator for industrial structure stems from the popular environmental
Kuznets curve hypothesis. It is assumed that the economic structure of
sampled countries shifts towards energy efficiency and environmental
sustainability (Sarkodie and Strezov, 2019). In this regard, our a priori
expects a negative parameter as a sign towards emission reduction.
Second, the inclusion of services is essential to curtail omitted-variable
bias—as other economic sectoral indices namely agriculture and indus-
try are accounted for. Our empirical assessment includes several
empirics, metrics, and structural adjustments including averages, mini-
mum, maximum, aggregate, disaggregate, ranking, weighting, account-
ing,machine learning algorithm, and econometricmodeling techniques.
To achieve a constant variance of sampled variables across countries
regardless of population and economic structure, we applied log
transformation.

To estimate the compound annual growth rate of sectoral-based fos-
sil CO2 emissions, we use the mathematical expression:

FCO2,i t0, tTð Þ ¼ SFCO2,j tTð Þ
SFCO2,j t0ð Þ

� � 1
tT−t0

−1 ð1Þ

where FCO2 is the compound annual growth rate of fossil-based CO2

across countries i and sectoral emissions j, t0 and tT are the initial and fi-
nal years of emission trends considered, SFCO2, j(tT) is the final input of
sectoral fossil-based CO2 whereas SFCO2, j(t0) is the initial input of sec-
toral fossil-based CO2 emissions. Using the specified mathematical ex-
pression allows circumventing periodical volatilities that affect
arithmetic comparisons between countries and sectoral emissions using
means (Chan, 2009).

Traditional cross-country time series estimation techniques used in
empirical assessment fail to account for global common shocks,
spillover, and heterogeneous effects across countries. Failure to observe
such comprehensive empirical procedure renders statistical inferences
spurious. The Covid-19 pandemic accentuates the importance of
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accounting for global events with long-term transboundary effects
(Sarkodie and Owusu, 2021). We implement robust cross-section de-
pendence and homogeneity tests to examine potential transboundary
correlation and heterogeneous effects (Ditzen and Bersvendsen, 2020;
Pesaran et al., 2008). Several indicators used in empirical assessment
often suffer from random-walk properties, hence, exhibit highly persis-
tent characteristics leading to estimation bias. To control this amidst
cross-country dependence and heterogeneity, we examine stationarity
across sampled indicators using panel-based unit root test from the sec-
ond generation (Pesaran, 2007). In this regard, data series integrated of
order one is first-differenced before model estimation to eliminate po-
tential spurious regression.

2.1. Empirical procedure

We first test convergence using traditional methods to examine the
stationarity and cointegration properties of the cross-sectional time se-
ries data. However, such estimation procedures are limited in detecting
asymptotic long-term relationships (Phillips and Sul, 2007). We initiate
the novel estimation approach that examines convergence built on
time-varying factors with nonlinear effect. The empirical log-t test pro-
cedure outweighs conventional techniques by controlling for heteroge-
neous and evolutional effects without imposing assumptions of
stationarity (Phillips and Sul, 2007). The convergence theory posits
that all economies of similar industrial and economic structures con-
verge in the long run. The categorization of countries into income
groups underpins several emission scenarios, energy, and environmen-
tal policies. However, such scenario remains in doubt owing to the het-
erogeneous distribution and unobserved factors across countries. Thus,
rather than using traditional classification of countries to assumepoten-
tial convergence of industrialized high-income IEA countries,we test for
convergence using the empirical procedure expressed as (Du, 2017):

TPi,t ¼
1
N
∑N

i¼1 tpi,t−1
� �2 ! 0 if lim

t!∞
ψi,t ¼ ψ, for i ð2Þ

where TPi, t is the cross-country variance of the comparative transitional
pathwayparameter tpi, t—quantifying the coefficient of the panelmeans
across transitional pathway of countries i at time t. The transitional
pathway parameter is estimated by the imposition of restrictions on
the time-varying component ψi, t that calculates the distance between
the input variable and stochastic term derived from the decomposition
of input variable. The null hypothesis of convergence is rejected if the T-
statistic from the log-t test is less than −1.65 after discarding 33.3% of
the data fraction before regression (Phillips and Sul, 2007).

Next, we employ panel heterogeneous causality in a bivariatemodel
as a general-to-specific test to examine the predictive power of the sam-
pled series. This procedure is essential to identify the direction of causal
influence across divergent countries confirmed from the convergence
test (Supplementary Table 1). The novel procedure accounts for both
cross-section dependence and heterogeneity, a scenario evident in this
study.We apply a panel-based causality estimator using the expression
(Dumitrescu and Hurlin, 2012):

Di,t ¼ δi þ∑K
k¼1λ

kð Þ
i Di,t−k þ∑K

k¼1β
kð Þ
i Ii,t−k þ εi,t ð3Þ

where Di, t is the target variable, Ii, t denotes the predictor variable, K is
the lag order, δi is the country-specific (i) effects fixed over time t, λi

(k)

and βi
(k)signify the autoregressive constraints and slope coefficients of

the regression.
Using the predictive components, we assess the determinants of

sectoral-based fossil fuel CO2 expressed as:

ΔlnBuildingsi,t ¼ δi þ λΔlnBuildingsi,t−1 þ γ1Green Innovationi,t
þ γ2ΔlnGHG Emissionsi,t þ γ3ΔEnergy Intensityi,t
þ γ4lnEnergy R&Di,t þ γ5ΔlnIndustrial Structurei,t
þ εi,t ð4Þ
3

ΔlnIndustryi,t ¼ δi þ λΔlnIndustryi,t−1 þ γ1Green Innovationi,t
þ γ2ΔlnGHG Emissionsi,t þ γ3ΔEnergy Intensityi,t
þ γ4lnEnergy R&Di,t þ γ5ΔlnIndustrial Structurei,t
þ εi,t ð5Þ

ΔlnOtheri,t ¼ δi þ λΔlnOtheri,t−1 þ γ1Green Innovationi,t
þ γ2ΔlnGHG Emissionsi,t þ γ3ΔEnergy Intensityi,t
þ γ4lnEnergy R&Di,t þ γ5ΔlnIndustrial Structurei,t þ εi,t ð6Þ

ΔlnTransporti,t ¼ δi þ λΔlnTransporti,t−1 þ γ1Green Innovationi,t
þ γ2ΔlnGHG Emissionsi,t þ γ3ΔEnergy Intensityi,t
þ γ4lnEnergy R&Di,t þ γ5ΔlnIndustrial Structurei,t
þ εi,t ð7Þ

lnPoweri,t ¼ δi þ λlnPoweri,t−1 þ γ1Green Innovationi,t
þ γ2ΔlnGHG Emissionsi,t þ γ3ΔEnergy Intensityi,t
þ γ4lnEnergy R&Di,t þ γ5ΔlnIndustrial Structurei,t þ εi,t ð8Þ

where Δ and ln denote first-difference and logarithmic transformation,
δi represents heterogeneous effects, that account for unobserved
transboundary effects, λ is the estimated parameter of the lagged-
dependent variable—which is typically <1—signifying dynamic stability
of the relationship. γ(..) denotes unknown coefficients of green innova-
tion, GHG emissions, energy intensity, energy R&D, and industrial struc-
ture to be estimated. εi, t is the unobserved error term with i.i.d.
characteristics, thus, jointly uncorrelated across countries i = 1, …, 21
over time t = 2, …, 40. While power, green innovation, and energy
R&D are level stationary series, buildings, industry, other sectors, trans-
port, GHG emissions, energy intensity, and industrial structure are first-
difference stationary series (Table 1). This explains the estimation of
Eqs. (4)–(8) with level and first-difference variables. Because emissions
have past occurrences that influence current trends, the inclusion of
ΔlnBuildingsi, t−1 in Eq. (4), ΔlnIndustryi, t−1 in Eq. (5), ΔlnOtheri, t−1 in
Eq. (6),ΔlnTransporti, t−1 in Eq. (7), and lnPoweri, t−1 in Eq. (8) is used
as a proxy variable to control for omitted variable bias, and account
for unobserved historical factors. The sign of the corresponding coeffi-
cient results in two scenarios, i.e., permanent or transitory behavior of
sectoral CO2. Thus, incorporating lagged-dependent sectoral CO2 helps
to capture inertia effects across IEA member countries (Wooldridge,
2016).

We further develop a comprehensive model that incorporates all
sectoral-based fossil CO2, green innovation, energy intensity, energy
R&D, and industrial structure in GHG emissions function, expressed as:

ΔlnGHG Emissionsi,t ¼ δi þ λΔlnGHG Emissionsi,t−1
þ γ1Green Innovationi,t
þ γ2ΔEnergy Intensityi,t þ γ3lnEnergy R&Di,t
þ γ4ΔlnIndustrial Structurei,t
þ γ5ΔlnBuildingsi,t þ γ6ΔlnIndustryi,t
þ γ7ΔlnOtheri,t þ γ8ΔlnTransporti,t
þ γ9lnPoweri,t þ εi,t ð9Þ

Using the resultant parameters of individual sector-based fossil CO2,
we estimate observed and unobserved economic sectoral contributions
to GHG emissions in IEA member countries using ranking. In this sce-
nario, we can strictly assess the impact of disaggregate fossil CO2 emis-
sions on GHG emissions for policy purposes based on ceteris paribus
assumption.

The green energy innovation model specification is constructed
using the following expression:

Green Innovationi,t ¼ δi þ λGreen Innovationi,t−1
þ γ1ΔEnergy Intensityi,t þ γ2lnEnergy R&Di,t
þ γ3ΔlnIndustrial Structurei,t þ εi,t ð10Þ

This model exclusively assesses the role of energy and its services
and industrial structure in expanding green energy innovation amidst
increasing level of energy intensity. The dynamic model specifications



Table 1
Assessment of fossil-based anthropogenic emissions.

Δƒ GHG Buildings Industry Other Transport Power

(1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

GHGt-1 – −0.063*
[0.035]

−0.002**
[0.001]

– – – – – – – – – –

Buildingst-1 – – – −0.064
[0.045]

−0.056***
[0.025]

– – – – – – – –

Industryt-1 – – – – – −0.095***
[0.040]

−0.059**
[0.028]

– – – – – –

Othert-1 – – – – – – – −0.064
[0.052]

−0.067**
[0.032]

– – – –

Transportt-1 – – – – – – – – – 0.272***
[0.056]

0.204***
[0.030]

– –

Powert-1 – – – – – – – – – – – 0.944***
[0.016]

0.774***
[0.007]

GHG −13.149*** – – 0.620***
[0.181]

0.557***
[0.061]

0.760***
[0.164]

0.656***
[0.051]

0.654***
[0.155]

0.597***
[0.057]

0.364***
[0.066]

0.251***
[0.032]

1.861***
[0.239]

1.712***
[0.354]

Buildings −13.703*** 0.116**
[0.018]

0.085***
[0.008]

– – – – – – – – – –

Industry −12.245*** 0.154***
[0.028]

0.139***
[0.011]

– – – – – – – – – –

Other −12.909*** 0.094***
[0.019]

0.080***
[0.011]

– – – – – – – – – –

Transport −9.864*** 0.254***
[0.031]

0.129***
[0.017]

– – – – – – – – – –

Power −2.380a*** 0.007**
[0.003]

0.002***
[0.000]

– – – – – – – – – –

Green energy
innovation

−3.207a*** −0.001
[0.013]

−0.010*
[0.006]

−0.028*
[0.016]

0.024
[0.022]

0.005
[0.019]

−0.005
[0.019]

−0.012
[0.017]

0.009
[0.021]

−0.018*
[0.011]

−0.036***
[0.011]

0.035
[0.043]

0.152
[0.123]

Energy intensity −12.793*** 2.231***
[0.580]

1.493***
[0.140]

4.002***
[1.375]

4.925***
[0.475]

0.277
[0.596]

0.227
[0.405]

−0.980*
[0.533]

−1.868***
[0.450]

−0.622
[0.400]

−0.242
[0.237]

2.132
[1.681]

−2.366
[2.765]

Energy R&D −3.178a*** −0.001
[0.002]

−0.001***
[0.000]

−0.002
[0.005]

0.001
[0.001]

−0.005**
[0.002]

−0.001*
[0.001]

−0.001
[0.004]

−0.001
[0.001]

−0.003
[0.005]

−0.001**
[0.000]

−0.003
[0.006]

0.014**
[0.006]

Industrial structure −11.443*** −0.111
[0.069]

−0.132***
[0.046]

0.511***
[0.154]

0.541***
[0.158]

−0.222
[0.272]

−0.612**
[0.135]

−0.755***
[0.164]

−0.609***
[0.153]

−0.015
[0.108]

−0.061
[0.081]

0.998*
[0.577]

1.123
[0.914]

Convergence – Y – Y – Y – Y – Y – Y –
Resample – CSD – CSD – CSD – CSD – CSD – CSD –
Initialization – AHE – AHE – AHE – AHE – AHE – AHE –
LM – 244.1* 244.1* 454.9*** 454.9*** 226.5 226.5 273.7*** 273.7*** 359.5*** 359.5*** 1087*** 1087***
LMadj

b – 2.354** 2.354** 35.89*** 35.89*** 0.867 0.867 8.187*** 8.187*** 21.33*** 21.33*** 133.4*** 133.4***
LMCD

b – 1.244 1.244 5.061*** 5.061*** 4.589*** 4.589*** 4.892*** 4.892*** 9.048*** 9.048*** 20.31*** 20.31***
Δ – 7.733*** 7.733*** 7.903*** 7.903*** 4.204*** 4.204*** 4.087*** 4.087*** 6.669*** 6.669*** 14.281*** 14.281***
Δadj – 9.126*** 9.126*** 8.725*** 8.725*** 4.641*** 4.641*** 4.512*** 4.512*** 7.363*** 7.363*** 15.766*** 15.766***
Cointegration – Y-K Y-K Y-K Y-K Y-K Y-K Y-K Y-K Y-K Y-K Y-W Y-W
Countries – 21 21 21 21 21 21 21 21 21 21 21 21
Obs – 798 819 798 798 798 798 798 798 798 798 819 819
R2 – – 0.825 – 0.597 – 0.569 – 0.516 – 0.552 – 0.977

Notes: a level stationary series, b LM test based on two-sidedbiased-adjusted estimation test, Y-(K/W) validation of long-term relationshipwith Kao (K) andWesterlund (W) cointegration
tests, CSDmeans cross-section dependence, AHE denotes analytical heterogeneous, LM, LMadj, and LMCD represent Breusch-Pagan LM, Biased-adjusted LM and CD tests. Δƒ represents re-
jection of the null hypothesis of unit root. (1) Estimated using cross-sectional time series biased-corrected fixed-effects; (2) Estimated using panel-kernel based regularized least-squares.
*, **, *** signify statistical significance at 99, 95, 90% confidence interval.
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expressed in Eqs. (4)–(10) are estimated with panel biased-corrected
fixed-effects estimator using bootstrapping technique for estimation
and statistical inferences. In Eqs. (4)–(9), we utilize the cross-sectional
dependence scheme for resampling pattern of error terms and analyti-
cal heterogeneous method for generating the initialization conditions.
In contrast, Eq. (10) applies four different resampling error schemes
namely cross-sectional dependence, cross-sectional heteroskedasticity,
wild bootstrap, and cross-sectional heteroskedasticity based on Monte
Carlo error sampling. Similarly, Eq. (10) applies three methods for ini-
tialization conditions namely burn-in, analytical heterogeneous, and de-
terministic (De Vos et al., 2015; Everaert and Pozzi, 2007). The choice
of optimal resampling scheme and initialization method depends
largely on stationary properties, cross-section dependence, and
heterogeneous characteristics of data series and model specification.
For model specifications in Eqs. (4)–(10), we derive the correspond-
ing standard errors using non-parametric bootstrap distribution of
the dynamic panel estimator (Sarkodie and Owusu, 2020). The
estimated models are validated using panel biased-corrected fixed-
effects distribution of autoregressive coefficients expressed in
histogram (Supplementary Figs. 1–7).
4

To improve the consistency of the estimated model, we mimic the
econometric-based model specification with panel Kernel-based regu-
larized least squares. This machine learning-based estimator eliminates
linearity and controls for heterogeneity in lieu of misspecification bias,
hence, produces consistent pointwise parameter estimates and mar-
ginal effects (Hainmueller and Hazlett, 2014). Contrary to the manual
model specification using panel biased-corrected fixed-effects estima-
tor, the Gaussian-kernel based regularized least-squares automatically
selects an optimal functional form by learning the data dynamics. For
brevity, the panel Kernel-based regularized least squares can be
expressed in a generic form as:

f Ið Þ ¼ ∑
N

i¼1
cik I, Iið Þ,D ¼ f Ið Þ ð11Þ

where D is the target variable, I denotes the predictors, ci represents the
weight of the predictors, and k(I, Ii) pulls similarity evidence from the
observations. The estimator automatically selects an optimal kernel
bandwidth and regularization parameter. Thus, the pointwise deriva-
tives of the target variables (ΔlnBuildingsi, t, ΔlnIndustryi, t, ΔlnOtheri, t,
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Fig. 1. 40-Year cross-country trendof (a) green energy innovation (b) energy intensity (c) energy research anddevelopment (d) industrial structure (e)GHG emissions (f) fossil fuel-based
CO2 emissions. The lollipop plot shows horizontal line from left to right––representing minimum and maximum whereas the black dot signifies the mean with overlayed text in
descending order.
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Fig. 2. Sectoral compound growth rate accounting of fossil-based CO2 emissions. This
figure shows the estimated compound annual growth rate (%) of sectoral-based fossil
CO2 on the x-axis and cross-countries on the y-axis. The filled bars denote sectoral
growth rates and colored dots are 40-year mean across IEA member countries.
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ΔlnTransporti, t, lnPoweri, t, and ΔlnGHG Emissionsi, t) and predictors can
be estimated to explore the pointwisemarginal effects using the estima-
tor expressed as (Hainmueller and Hazlett, 2014):
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j

is the partial derivative of the target variables to the predic-

tors, σ2 is kernel bandwidth.
The effect of regime-dependent fossil-based CO2 emissions on green

energy innovation is modeled using novel panel threshold fixed-effects
expressed as (Wang, 2015):

Green Innovationi,t ¼ μ þ Xi,t δi,t<γ1
� �

⁎β1 þ Xi,t γ1≤δi,t<γ2
� �

⁎β2
þ Xi,t δi,t≥γ2

� �
⁎β3 þ ui þ εi,t ð13Þ

whereui is country-specific effects, and εi, t iswhite noise.Xi, tdenote co-
variates ΔEnergy Intensityi, t, lnEnergy R & Di, t and ΔlnIndustrial
Structurei, t. δi, t and γ represent the threshold variable and parameter
splitting of panel equation into three regimes with corresponding coef-
ficients β1, …, β3.

Finally, we re-estimate Eq. (9) using dynamic autoregressive distrib-
uted lag model with stochastic simulations expressed as (Jordan and
Philips, 2018):

ΔlnGHG Emissionsi,t ¼ constant þ ΔlnGHG Emissionsi,t−1
þ γ1Green Innovationi,t
þ γ2Green Innovationi,t−1
þ γ3ΔEnergy Intensityi,t
þ γ4ΔEnergy Intensityi,t−1
þ γ5lnEnergy R&Di,t þ γ6lnEnergy R&Di,t−1
þ γ7ΔlnIndustrial Structurei,t
þ γ8ΔlnIndustrial Structurei,t−1
þ γ9ΔlnBuildingsi,t þ γ10ΔlnBuildingsi,t−1
þ γ11ΔlnIndustryi,t þ γ12ΔlnIndustryi,t−1
þ γ13ΔlnOtheri,t þ γ14ΔlnOtheri,t−1
þ γ15ΔlnTransporti,t þ γ16ΔlnTransporti,t−1
þ γ17lnPoweri,t þ γ18lnPoweri,t−2 þ εi,t ð14Þ

We use Eq. (14) to examine both long and short-term impacts of
sectoral fossil-CO2, green energy innovation, energy intensity, energy
research and development, and industrial structure. The proposed esti-
mator is used to stochastically simulate the long-term GHG effects of a
counterfactual change in energy intensity from 2014 to 2064 based on
ceteris paribus assumption. The 50-year prediction is essential to test
the business-as-usual scenario where there is 1% increase in energy-
intensive based economic development.

3. Results

3.1. Forty-year trend estimation in IEA member countries

The hotspot ranking of indicators identifies theminimum,mean and
maximum activities of countries over 40 years. Using a lollipop plot pre-
sented in Fig. 1, we show that Finland and Portugal have the lowest
(0.12) and highest (0.56) adoption level of green energy innovations,
respectively. This implies that Portugal has more CO2 abatement inno-
vations compared to other IEA member countries. In connection with
energy intensity, Switzerland records the lowest average (0.08) over
40 years whereas Canada ranks first (0.24). Higher energy intensity sig-
nifies lower energy efficiency due to higher level of energy utilization
per GDP. Greece ranks 21st (2.71) in terms of contribution towards en-
ergy research development and demonstration whereas the UK ranks
1st (11.28). Both France and the US (4.27) have the largest industrial
structure compared to Ireland (4.09). The US has the highest level of
both fossil fuel-based CO2 and GHG emissions whereas Switzerland
6

and New Zealand have the lowest emissions (Fig. 1). We examine the
annual change of over decadal sectoral-based fossil CO2 using the com-
pound annual growth rate formulation (Fig. 2). Using this expression
enables easy comparison of persistent rate of reoccurrences of CO2

across sectors of the same component. In this way, we can base our
judgment on the business as usual scenario of the RCP 8.5 assuming
sectoral-based fossil CO2 grows at the same rate annually (van Vuuren
et al., 2011). The sectoral-based fossil CO2 includes Buildings, Industry,
Other Sectors, Power Industry, and Transport. The highest compound
annual growth rate of fossil CO2 occurs in the power industry of
Norway, New Zealand, Portugal, Australia, and Greece by 7.95%, 5.07%,
4.32%, 2.51%, and 2.45%, respectively. While GHG emissions declined
in Norway, Australia, and Greece after 2009, historical high of GHG
emissions is dominant from 1975 to 2009. Other sectors including agri-
culture, waste, indirect, and industrial activity emissions increased by
3.19%, 1.16%, 1.02%, 1.01%, and 0.72% compound annual growth rate in
New Zealand, Australia, Canada, Netherlands, and Portugal. Top five
hotspot countries like Greece, Ireland, Portugal, Australia, and Spain
saw transport-based fossil CO2 grow by 3.02%, 3.01%, 2.81%, 2.13%, and
2.11%, respectively. Buildings-based fossil CO2 grew by 1.55%, 1.45%
1.17%, 0.59%, and 0.22% compound annual growth rate in Spain,
Australia, Portugal, Ireland, and New Zealand. Besides, industry-based
fossil CO2 grew by 1.33%, 1.10%, 0.98%, 0.75%, and 0.36% in New
Zealand, Norway, Canada, Australia, and Portugal. In contrast,
Buildings-based fossil CO2 saw the highest decline by 7.11%, 3.93%,
2.55%, 1.65%, and 1.37% compound annual growth rate in Sweden,
Denmark, Finland, Germany, and Norway. Power industry-based fossil
CO2 dropped by 2.77%, 1.40%, 1.09%, 0.39%, and 0.17% in France,
Belgium, the UK, Denmark, and Germany. Further assessment from his-
torical data shows several EU countries saw a decline in GHG emissions
from thepower sector after the 2009 EURenewables directive. Likewise,
industry-based fossil CO2 declined by 2.53%, 2.29%, 2.29%, 2.28%, and
2.24% in Sweden, France, the UK, Germany, and Italy, respectively.
Other sector-based fossil CO2 fell by 1.56%, 1.29%, 1.10%, 1.02%, and
0.98% in the UK, Italy, France, Norway, and Germany. It is important to
note that transport is the only sector across IEA member countries
that saw no decline (compound annual growth rate) in fossil CO2 (see
Fig. 2).



S.A. Sarkodie and P.A. Owusu Science of the Total Environment 785 (2021) 147257
3.2. Convergence & heterogeneous causal effects

This theory posits that countries with similar economic structure
converge over time (Quah, 1996). While convergence may hold in
terms of economic productivity, it may fail in terms of environmental
sustainability. Meanwhile, the environmental Kuznets curve theory
postulates in part that higher-income countries become sophisticated
with technology and environmental awareness, hence, decline emis-
sions over time (Panayotou, 1993). The decline of emissions can be at-
tributed to environmental policy stringency and a shift from carbon
Fig. 3.Heterogeneous causal effect of (a) sectoral-based fossil-driven CO2 and energy services o
energy innovation. Estimated based on heterogeneous panel Granger non-causality test. The ar
hypothesis of non-causality.
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and energy-intensive economy to decarbonized and energy-efficient
economic structure. Thus, high-income countries are expected to
converge on anthropogenic emissions. To test this hypothesis, we first
generate trend components of the data series using panel-based
Hodrick-Prescott smoothing filter method (Hodrick and Prescott,
1997). This data filtering technique is necessary to estimate the long-
term behavior of the indicators. We apply the proposed log-t regression
test to examine the overall null hypothesis of convergence across coun-
tries (Phillips and Sul, 2007). Subsequently, we undertake sub-group
formation into club membership and club merging for clubs satisfying
nGHG emissions (b) sectoral-based anthropogenic emissions and energy services on green
rows depict the direction of causality whereas the p-values denote the rejection of the null



Fig. 4.Heterogeneous causal effect of (a) sectoral-based anthropogenic emissions and energy services on energy R&D (b) sectoral-based anthropogenic emissions and energy services on
energy intensity. Estimated based on heterogeneous panel Granger non-causality test. The arrows depict the direction of causality whereas the p-values denote the rejection of the null
hypothesis of non-causality.

S.A. Sarkodie and P.A. Owusu Science of the Total Environment 785 (2021) 147257
the joint hypothesis of convergence (Du, 2017). We observe in
Supplementary Table 1 that the overall log-t-test statistic for all data
series is <−1.65 (i.e., rejectingH0: of convergence) except green energy
innovation. This implies that industrialized high-income countries
converge on green energy innovation but divergent on GHG emissions,
energy intensity, energy R&D, industrial structure, and sectoral-based
fossil CO2. To examine heterogeneous effects across IEA member coun-
tries, we first examine both cross-section dependence (CD) and station-
arity using Breusch-Pagan LM (LM), bias-adjusted LM (LMadj), CD
(LMCD), and CADF tests. We observe from Table 1 column 2 that all
data series are first-difference stationary except for power industry,
green energy innovation, and energy R&D. Besides,we confirm thepres-
ence of panel correlation across countries for the proposed models,
8

rejecting H0: of cross-section independence. This infers that IEA mem-
ber countries are susceptible to global common shock including
Covid-19 pandemic, oil shocks, market volatility, and spillover effects.
Subsequently, we apply panel slope homogeneity test after validating
the preconditions. In this test, we examine whether slope parameters
are equal across countries (Pesaran and Yamagata, 2008). The estimated
slope parameters (Δ, Δadj) reject H0: of identical slope coefficients at p-
value < 0.01, confirming slope heterogeneity. Now, we estimate the
panel heterogeneous causal effects as general-to-specific approach for
our proposed model (Fig. 3). The panel heterogeneous Granger-
causality is useful in assessing the predictive components of data series.
We notice a rejection of the null hypothesis of no causality for all coun-
tries in Figs. 3–4. Thus, there is causality from transport, green energy
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innovation, energy intensity, energy R&D, industrial structure, industry,
other sectors, and power industry to GHG emissions for at least one
country (Fig. 3a). The country-specific causality shows that green en-
ergy innovation predicts GHG emissions in Belgium, Italy,
Netherlands, Spain, and the US. Additionally, energy intensity predicts
GHG emissions in Australia, Belgium, Canada, Denmark, Germany,
Italy, Norway, and Spain. Besides, the power industry predicts GHG
emissions in Australia, France, Germany, Greece, Ireland, Italy, New
Zealand, Spain, and Switzerland (Supplementary Table 2). Similarly,
we observe panel causality from transport, GHG emissions, energy in-
tensity, energy R&D, industrial structure, industry, buildings, and
power industry to green energy innovation (Fig. 3b). Besides, there is
causality from transport, GHG emissions, energy intensity, industry,
other sectors, green energy innovation, buildings, and power industry
to energy research and development for at least one country (Fig. 4a).
Likewise, causal relationship is observed from transport, GHG emis-
sions, other sectors, energy R&D, industrial sector, industry, buildings,
and power industry to energy intensity for at least one country
(Fig. 4b). The country-pooled causality reveals that GHG emissions pre-
dict green energy innovation in Denmark, Finland, Netherlands,
Norway, and Portugal. Energy R&D predicts green energy innovation
in Denmark, Finland, Germany, Italy, Portugal, and Switzerland
(Supplementary Table 4). The variations of empirical evidence across
IEA member countries underpin our earlier findings of heterogeneous
and divergence effect, highlighting the importance of using more so-
phisticated techniques to control these challenges.

3.3. Assessment of fossil-based anthropogenic emissions

We assess the drivers of GHG emissions and sectoral-based fossil
CO2 using both panel-bootstrap bias-corrected fixed-effects and panel-
kernel regularized least-squares. While the former is our choice econo-
metric approach for estimation, the latter technique based on machine
learning is used to validate the parameter estimates. Using these sophis-
ticated estimation techniques are useful to account for omitted-variable
and misspecification bias, cross-section dependence, additivity, hetero-
geneity, and country-specific fixed-effects (Owusu and Sarkodie, 2020).
The overall models show statistical significance at 1% level, with corre-
sponding R2 between 0.52 and 0.98 and residual independence
(Supplementary Figs. 1–7). Thus, the regressors explain 52–98% of
variations in anthropogenic emissions (Table 1). The GHG model
shows a negative and significant GHGt-1, signifying the recovery effect
of historical GHG emissions. We find a positive and statistically signifi-
cant parameter of sectoral-based fossil CO2, implying that emissions
Fig. 5. Relationship between green energy innovation and GHG emissions while
accounting for industrial structure.
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from buildings, industry, other sectors (agriculture, waste, indirect
emissions), transport, and power industry escalates GHG emissions in
the long-term. Similarly, historical increase in energy intensity exacer-
bates GHG emissions by 1.49–2.23%. In contrast, improving green en-
ergy innovation, increasing energy research and development, and
expanding industrial structure have mitigating effects on GHG emis-
sions. To corroborate the findings, we examine the relationship be-
tween green energy innovation and GHG emissions while accounting
for industrial structure. We observe in Fig. 5 that countries with high
green energy innovation and medium-high industrial structure have
lower GHG emissions and vice versa. For example, Portugal, Ireland,
Greece, New Zealand, Denmark, Norway, and Switzerland have lower
levels of GHG emissions whereas the US, Germany, Italy, Australia, and
Canada with low-medium green energy innovation but high industrial
structure emit more GHG. This implies that diversification of energy
portfolio with green energy innovation has GHG emission-reduction
effect. In the sectoral-based fossil CO2 models, the coefficient on
Buildingst-1, Industryt-1, and Othert-1 is negative and significant––
inferring that historical emission factors from buildings, industry and
other sectors correct anomalies with time. Contrary, the parameter on
Transportt-1 and Powert-1 are significantly positive with a large magni-
tude, especially power––implying that past emissions influence current
levels of emissions from transport and power. Unobserved factors may
explain the inertial effect of historical emissions from transport and
power industry. Increasing levels (1%) of GHG emissions––the main
cause of climate change––increase fossil CO2 emissions from buildings
(0.56–0.62%), industry (0.66–0.76%), other sectors (0.60–0.65%), trans-
port (0.25–0.36%), and power industry (1.71–1.86%). Growth in energy
intensity by 1% spur CO2 emissions by 4.0–4.93% from buildings but de-
clines other sector-based fossil CO2 emissions by 0.98–1.87%. Expansion
of industrial structure by 1% increases buildings-based fossil CO2 emis-
sions by 0.51–0.54% but declines industry and other sector-based fossil
CO2 emissions by 0.61% and 0.61–0.76%. Improving energy research and
development by 1% decreases industry and transport-based fossil CO2

emissions. Besides, accelerating green energy innovation declines
long-term buildings and transport-based fossil CO2 emissions. In sum-
mary, the impact of long-term economic sectoral-based fossil CO2 on
GHG emissions depicted in Fig. 6 can be expressed as –– transport > in-
dustry > buildings > others > power. Empirically, power, and heat gen-
eration contribute 0.46–1.12% of GHG emissions. Other sectors
including agriculture, waste, and indirect emissions contribute
15.04–18.39% ofGHGemissions. The building sector is ranked third con-
tributor of long-term GHG emissions by 18.56–19.54%. The industrial
sector including manufacturing and fuel production is ranked 2nd
determinant of GHG emissions, contributing about 24.64–31.95%.
Transportation is identified as the main contributor to long-term
GHG emissions in a fossil-based CO2 regime, contributing about
29.66–40.64%. This corroborates our earlier findings of persistent
transport-based fossil CO2 emissions across all countries depicted in
Fig. 2. We examine the counterfactual change in GHG emissions from
2014 to 2064 using dynamic ARDL stochastic simulations. Using the
business-as-usual scenario of the RCP 8.5, we assume energy intensity
will growat the same rate (1%) annually based on the compound annual
growth rate estimation. We observe in Fig. 7 that 1% shock in energy in-
tensity will increase GHG emissions by over 5.56% in 2064.

3.4. Regime-based fossil CO2 effects on green energy innovation

We used panel-bootstrap bias-corrected fixed-effects to estimate
Models 1–6 whereas Model 7 is estimated with panel threshold
fixed-effects. The lagged-green energy innovation (λ) is positive and
significant for all six models (Models 1–6) in Table 2. This suggests
that countries with historical green energy orientation may invest
~58% more in achieving green growth through green innovation. Coun-
tries that have improved historical green energy innovation include
Portugal, Ireland, Greece, New Zealand, Denmark, and Spain (Fig. 1a).



Fig. 6. Long-term contribution of sectoral-based fossil CO2 to GHG emissions. Percentages calculated from the estimated parameters based on ceteris paribus assumption––using both
panel-based kernel regularized least-squares and panel bootstrap bias-correction fixed-effects. The numbering system ranks sectoral-fossil CO2 from lowest to highest.
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This perhaps corroborates the findings in Table 1, explainingwhy coun-
tries with high investment in green energy innovation have low levels
of GHG emissions (Fig. 5). Comparably, 1% investment increase in en-
ergy research and development expands green energy innovation by
0.01–0.02%. Investment in energy research and development across in-
dustrialized high-income countries may shift towards other energy
technologies that expand economic productivity with limited green en-
ergy innovation. This may justify why techno-economic giants like the
UK, France, Belgium, the US, Japan, Canada, Italy, and Germany have
huge investments for energy research development and demonstration
but limited green energy innovation (Fig. 1c). In contrast, 1% growth in
Fig. 7. Counterfactual change in GHG emissions with 1% Δ in energy intensity (%). The
forecasting is executed based on the dynamic ARDL stochastic simulations. Olive teal,
light blue and red spikes denote 75, 90, 95% confidence interval.
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energy intensity and industrial structure expansion decline green en-
ergy innovation by ~0.78% and ~ 0.25%, respectively. Inmodel 7, we val-
idate the green energy innovation model by incorporating fossil CO2

emissions as regime-dependent variable and GHG emissions as the
threshold variable. The model specification is useful in assessing multi-
ple thresholds of GHG emissions––exogeneous indicator of green en-
ergy innovation in a fossil regime. Evidence from model 7 validates
the estimated parameters of energy intensity, energy R&D, and indus-
trial structure. We observe that fossil CO2 emissions from IEA member
countrieswith very low and low-mediumGHGemissions are significant
and negatively related to green energy innovation. Contrary, fossil CO2

emissions from IEA member countries with high GHG emission levels
have positive relationship with green energy innovation. Thus,
strengthening the theory of divergent GHG emissions across industrial-
ized high-income countries. This implies the likelihood of IEA countries
with lower economic productivity expanding their fossil-driven indus-
trial structure by lowering green energy innovation standards. In con-
trast, higher GHG emission countries like the US may perhaps improve
green energy innovation towards environmental sustainability.

4. Discussion

This study investigates the impact of energy intensity and
economic-sectoral-based fossil CO2 emissions including buildings, in-
dustry, transport, power, and other sectors spanning 1975–2014 across
21 IEA member countries. We caution that unobserved factors may af-
fect GHG emissions and green energy innovations not addressed in
this research, however, our empirical assessment is robust to estimation
and misspecification bias. We further explore GHGmitigation effects of
green energy innovation, energy researchdevelopment and demonstra-
tion, and industrial structure. While existing literature largely focuses
on the immediate drivers of aggregate anthropogenic emissions (Feng
et al., 2015; Liang et al., 2016; Rosa andDietz, 2012), this research exam-
ines both aggregate and disaggregate sectoral emissions, immediate



Table 2
Effect of regime-dependent fossil-based CO2 emissions on green energy innovation.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

λ 0.574***
(0.433–0.707)
[0.072]

0.576***
(0.419–0.735)
[0.079]

0.577***
(0.447–0.692)
[0.064]

0.564***
(0.428–0.729)
[0.070]

0.566***
(0.437–0.696)
[0.067]

0.566***
(0.434–0.666)
[0.064]

–

Energy intensity −0.741**
(−1.727 to
−0.246)
[0.368]

−0.734**
(−1.672 to
−0.141)
[0.360]

−0.761**
(−1.464 to
−0.115)
[0.341]

−0.755**
(−1.378 to
−0.164)
[0.326]

−0.776**
(−1.433 to
−0.231)
[0.329]

−0.772**
(−1.587 to
−0.245)
[0.362]

−1.534***
(−1.961 to −1.117)
[0.215]

Energy R&D 0.014*
(0.002–0.030)
[0.008]

0.014*
(0.000–0.030)
[0.007]

0.013*
(0.001–0.031)
[0.007]

0.014*
(0.002–0.033)
[0.008]

0.015*
(0.001–0.037)
[0.009]

0.014*
(0.002–0.034)
[0.008]

0.037***
(0.024–0.051)
[0.007]

Industrial
structure

−0.233**
(−0.477 to
−0.025)
[0.118]

−0.236**
(−0.442 to
−0.025)
[0.113]

−0.242**
(−0.420 to
−0.037)
[0.110]

−0.240**
(−0.488 to
−0.012)
[0.116]

−0.248**
(−0.435 to
−0.053)
[0.106]

−0.250**
(−0.442 to
−0.042)
[0.119]

−0.527***
(−0.645 to −0.410)
[0.060]

Constant – – – – – – 2.320***
(1.754–2.887)
[0.289]

Regime#Fossil
Very low – – – – – – −0.528***

(−0.833 to −0.222)
[0.156]

Low-medium – – – – – – −9.552***
(−15.226 to
−3.878)
[2.891]

High – – – – – – 0.297**
(−0.002–0.596)
[0.152]

Threshold
Single – – – – – – 13.430**
Double – – – – – – 8.640*
Triple – – – – – – 7.830
R-sq(within) – – – – – – 0.190
Observations 819 819 819 819 819 819 819
No. of countries 21 21 21 21 21 21 21
Resampling CSD WBOOT CSD CSHET MCHE MCHE –
Initialization Burn-in AHE AHE Burn-in AHE DET –
Convergence Yes Yes Yes Yes Yes Yes –

Notes: λ is the lagged-dependent variable (green energy innovation); *,**,*** represents statistical significance at 10, 5 and 1% level; CSD denotes cross-section dependence; WBOOT de-
notes wild bootstrap, AHE denotes analytical heterogeneous; CSHET denotes cross-section heteroscedastic; MCHE denotes Monte Carlo heterogeneous; DET denotes deterministic; (..)
represents 95% conf. interval; [..] is the standard error. LM (819.3, p-value < 0.01), LMadj (96.85, p-value < 0.01), LMCD (19.07, p-value < 0.01), Δ (19.343, p-value < 0.01), and Δadj

(20.679, p-value < 0.01).
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and underlying drivers, and policy measures useful for policy formula-
tion. Our study shows that IEAmember countries converge on green en-
ergy innovation––accentuating the potential of achieving clean energy
through green growth. Contrary, achieving environmental sustainabil-
ity through emission reduction, energy efficiency, energy R&D, and
service-driven industrial structure remain divergent. This implies that
country-specific policies on environmental sustainability will yield bet-
ter results for mitigating anthropogenic emissions. Second, green en-
ergy innovation and energy R &D decline long-term GHG emissions by
reducing negative environmental externalities. Investment and integra-
tion of energy R&D are reported to increase clean energy transition
through sustainable electricity supply that is cost-effective and low in
CO2 emissions (Kittner et al., 2017). Additionally, green energy innova-
tion hampers CO2 emissions from buildings, implying that a transition
towards green buildings improves both indoor and outdoor emissions
(Nykamp, 2017). The variability in climatic patterns affects heating
and cooling degree days, hence, affecting energy demand. If the energy
requirement for these seasons is replaced with green energy technolo-
gies, energy consumption declines while reducing energy cost and
indoor pollution (Castleton et al., 2010). We find that transport sector
is the most persistent source of over-decadal CO2 emissions––
contributing about 29.66–40.64% of GHG emissions across IEA member
countries. However, replacing fossils in the transport sector with green
energy innovation-based alternative energy declines emissions by re-
ducing transport footprint (van Vuuren et al., 2018). Besides, we find
11
that fossil emissions increase green energy innovations in countries
with high GHG emissions. This infers that IEA member countries in a
fossil-based CO2 regime are more likely to invest and adopt green en-
ergy innovations and pursue environmental sustainability after achiev-
ing economic prosperity. Increasing investment in energy research
development and demonstration is critical for green energy innovations
and facilitates the transition towards clean energy and emission
reduction.

5. Conclusion

Reducing climate change and its related impacts remain critical to
achieving environmental sustainability. However, growing population
demand for energy and sustained economic productivity appears a hur-
dle for the mitigation target. While the extant literature has explored
the determinants of anthropogenic GHG emissions, studies on the role
of policy drivers including green energy innovation and energy research
and development are limited. These green growth drivers act as abate-
ment strategies of global emissions in carbonized and energy-intensive
economies. To advance global and policy discussions, we examined how
fossil emissions appear advantageous to green energy innovations, and
energy R&D across industrialized high-income IEA countries.

The forty-year trend estimation showed power sector-driven GHG
emissions declined substantially after 2009, coinciding with the 2009
renewables directive (Directive 2009/28/EC) by the EU. This perhaps
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prompted several EU member countries to develop national goals for
renewables––that declined the share of fossil fuels in the energy
portfolio––leading to a decline in GHG emissions. The incorporation of
green energy innovation amidst sectoral emissions showed 1% increase
in energy intensity could spur GHG emissions from 5.47% in 2014 to
over 5.56% in 2064. While there is potential increase in GHG emissions
from 2014 to 2064, the rate of increase is relatively low. This infers
green energy innovation is useful in energy diversification and
decarbonization of economic productivity. Besides, we observed low
concentration of GHG emissions from IEA countries including, inter
alia, Portugal, Denmark, Sweden, Norway, Switzerland, and Austria––
with high adoption of green energy innovation. Our empirical results
support the European Green Deal agenda––of reducing emissions and
preserving environmental quality through investment and adoption of
green energy innovation. However, while our analysis showed evidence
of convergence in green energy innovations, IEA member countries ap-
pear to diverge in GHG emissions. While IEA member countries are in-
dustrialized and developed economies, their economic structure and
composition are different, hence, similar emission targets may hamper
sustained economic development. This implies caution in the integra-
tion of green energy innovation in high carbonized economies––to
avoid potential tradeoff between sustained economic growth, and envi-
ronmental sustainability. Nevertheless, our study showed green growth
strategies are useful in achieving decarbonized and energy-efficient
growth while mitigating emissions.

Because of limitation in acquiring extensive data for the sampled se-
ries, our data periodicity spans from 1975 to 2014––thus, this implies
our data capture exactly 2 years after the inception of the sustainable
development goals (SDGs). Future research could adopt dataset that
captures more years of the SDGs and several income groups––to assess
the effect and limitations of income status on green energy innovation
and green growth.
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