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Abstract

Sequence analysis is increasingly used in the social sciences for the holistic analysis of life-course and

other longitudinal data. The usual approach is to construct sequences, calculate dissimilarities, group sim-

ilar sequences with cluster analysis, and use cluster membership as a dependent or independent variable

in a regression model. This approach may be problematic, as cluster memberships are assumed to be fixed

known characteristics of the subjects in subsequent analyses. Furthermore, it is often more reasonable to

assume that individual sequences are mixtures of multiple ideal types rather than equal members of some

group. Failing to account for uncertain and mixed memberships may lead to wrong conclusions about the

nature of the studied relationships. In this article, the authors bring forward and discuss the problems of

the “traditional” use of sequence analysis clusters as variables and compare four approaches for creating

explanatory variables from sequence dissimilarities using different types of data. The authors conduct

simulation and empirical studies, demonstrating the importance of considering how sequences and out-

comes are related and the need to adjust analyses accordingly. In many typical social science applica-

tions, the traditional approach is prone to result in wrong conclusions, and similarity-based approaches

such as representativeness should be preferred.
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Over the past few decades, researchers have become more interested in sequence anal-

ysis (SA) for the holistic analysis of life-course and other longitudinal data. The usual

approach is to construct sequences, calculate pairwise dissimilarities, and then use a

clustering algorithm on the dissimilarities for finding groups of similar sequences.

Typically, these clusters are then described and interpreted as typologies. Increasingly,

researchers are interested in analyzing the relationships between sequences and other
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characteristics, usually by using cluster membership as a dependent or independent

variable in a linear or nonlinear regression model.

Almost unanimously, the clustering methods used in the SA context have been hard

or crisp clustering algorithms, such as Ward’s method or partitioning around medoids

(PAM). These algorithms find a partitioning where each sequence belongs to one clus-

ter and one cluster only, which easily translates into a categorical variable with intern-

ally homogeneous and mutually exclusive groups. Applications using cluster

membership as an observed characteristic of the units of analysis in regression models

are also common (e.g., Chaparro et al. 2017; Fuller 2015). This approach is often pro-

blematic because the implicit assumption is that cluster membership is a fixed and

known characteristic of an individual (or other subject), even though there is consider-

able uncertainty in clustering solutions because of various possibilities of choosing

(dis)similarity measures, clustering algorithms, and the number of clusters.

Furthermore, individual sequences might be mixtures of two or more ideal types or

distant from all ideal types, making the whole concept of classification into clear or

true clusters problematic. Failing to account for uncertain and mixed memberships

may lead to wrong conclusions about the existence and nature of the studied relation-

ships. Our aim is to bring forward and discuss the potential problems of the

“traditional” approach of creating variables from SA clusters and to compare alterna-

tive options for creating explanatory variables using dissimilarities between

sequences.

METHODS

Social scientists have increasingly called attention to how existing methods understate

the certainty with which individual cases are allocated to sequence clusters and over-

state within-cluster homogeneity, arguing for the need for methodological develop-

ments (e.g., Warren et al. 2015). Studer (2013) and Piccarreta and Studer (2019)

discussed the problems with linking SA cluster membership and a covariate. By

assigning the same cluster membership value to all sequences in the same cluster, we

are neglecting the possible within-cluster variation of the sequences. This is not a

problem if the structure of the clustering is strong, that is, there are clear subgroups in

the data and we can be fairly certain of cluster memberships.

Furthermore, the relationship between the sequences and the outcome of interest

should be sufficiently explained by the cluster memberships (we refer to this as a

“class-dependent outcome”). This refers to type A in Figure 1: there are two clear

clusters and the value of the outcome—indicated by the shade of the dot—depends on

the class only, not on the subject’s position within the class (all within-class variation

is random). A simple example of this situation is when changes in childhood family

structure explain educational outcomes, such as when parental separation would have

the same kind of effect on all children. In this case, children’s position in relation to

the clusters (e.g., because of the timing of the separation and possible parental repart-

nering) would not matter for explaining the relationship between the pattern of child-

hood family structural changes and later educational outcomes.
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In all other cases, however, the standard approach is potentially problematic. In a

type B situation (Figure 1), the sequence–outcome link is similar to that of type A, but

the clusters are overlapping. The weak clustering structure is a problem as it leads to

misallocation of sequences. Even if this misallocation is random, this can bias the esti-

mates, as in the analogous case of measurement error in covariates (cf. regression dilu-

tion/attenuation; e.g., Berglund 2012), and in some cases failing to account for this

classification error can lead to too small standard errors and p values, increasing the

risk for type 1 error (Bakk, Oberski, and Vermunt 2017; Bakk, Tekle, and Vermunt

2013).

In the social sciences, we argue, it is often unrealistic to assume that any true under-

lying clusters exist (contrary to, e.g., pattern recognition applications). However, even

if true clusters existed, they are difficult to identify using existing methods (Warren

Figure 1. Illustration of four data types on the basis of the strength of the clustering tendency
and the type of the sequence–outcome link: (A) strong clustering, class-dependent outcome;
(B) weak clustering, class-dependent outcome; (C) strong clustering, similarity-based
outcome; and (D) weak clustering, similarity-based outcome.
Note: The points refer to the relative positions of sequences in two-dimensional space. The shade of the

points refers to the value of an outcome variable. In Panels A and B, the value of the outcome depends

on the class membership (classes differentiated by shape) and the within-class variation is random; in

Panels C and D, the value of the outcome depends on the relative positions of the sequences (here,

increases along the vertical axis). The dashed lines show a partitioning suggested by a partitioning-

around-medoids clustering algorithm.
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et al. 2015) and thus the sequence–outcome link cannot be easily reduced to the rela-

tionship between fixed cluster memberships and an outcome. Typically, the sequence

typology derived from clustering can be regarded as an imperfect assignment of

sequences to categories that approximate different ideal types. In this situation, the

outcome depends on how strongly the sequences resemble the ideal types, or how they

relate to one another (their relative positions). Illustrations of such data with

“similarity-based outcomes” are shown in Panels C and D of Figure 1. A simplified

example is the relationship between employment trajectories and lifetime accumulated

income. In such a case, accounting for other factors, such as education level, an indi-

vidual 1 in a long, stable employment career would have, on average, higher accumu-

lated income than individual 2, who never had a stable job. In such a situation, the

accumulated income of individual 3, who entered the labor market at a later age and

was consistently employed thereafter, would be somewhere in between those of indi-

viduals 1 and 2 (again accounting for educational level). Careers more similar to that

of individual 1 would tend to have higher incomes, and careers more similar to that of

individual 2 would tend to have lower incomes.

In a type C situation, we have a strong clustering structure from which we can easily

name some representative or ideal-type sequences (e.g., normative school-to-work tra-

jectories). In a type D situation, there is merely a weak clustering tendency or no clear

structure at all, but different types of trajectories are nevertheless related to different

levels of the outcome. In this situation, cluster analysis can be used as a tool for finding

some representative sequences that help in assessing and interpreting the sequence–

outcome relationship. For a general presentation on the differences of uncertain or

mixed memberships in clustering crisp or fuzzy data, see, for example, D’Urso (2007).

To date, there are few proposals to account for the uncertainty of the clustering

result. Studer (2018) first brought up the idea of using “fuzzy” or “soft” clustering

methods to account for mixed cluster memberships of sequence data in cases where

sequences are the outcome of interest. In terms of sequences as a predictor (the interest

in this article), to account for classification error, Jalovaara and Fasang (2020) con-

ducted robustness checks by excluding cases with poor silhouette values (reflecting a

poor fit to their respective cluster; Rousseeuw 1987). In their study, excluding cases

with low silhouette values led to relatively small deviations in estimates but a substan-

tial loss of cases and a considerable increase in standard errors of the estimates. In the

following sections, we propose and discuss three alternatives to the traditional hard

classification approach.

Membership Probability and Representativeness

If we assume we have fixed cluster memberships and class-dependent outcomes, our

main goal is to assign individuals to their correct clusters. Fuzzy or soft clustering or

soft classification is a form of clustering whereby individuals belong to clusters with a

certain probability or degree. Instead of assigning subjects to one cluster and one clus-

ter only, which can effortlessly be turned into an easily interpretable categorical vari-

able, soft classification leads to a membership matrix, which describes the uncertainty
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in cluster assignments, or the degree or strength of cluster memberships of hybrid

members.

A membership matrix is less straightforward to use in a regression model. Studer

(2018) proposed using the membership matrix as the outcome in a Dirichlet regression

model, but to our knowledge, no one has yet proposed creating explanatory variables

from a membership matrix of sequence data. If we look beyond the SA literature,

some work in the latent class analysis (LCA) literature has suggested creating indepen-

dent variables from latent classes where, similar to cluster analysis, true class member-

ships are unknown. The most interesting approach is the multiple pseudoclass method,

whereby individuals are randomly assigned to clusters multiple times on the basis of

their membership probabilities, and the final estimates are obtained in a similar way to

multiple imputation (Bandeen-Roche et al. 1997; Bray, Lanza, and Tan 2015; Lanza,

Tan, and Bray 2013; for an application to sociological data, see Ellwardt, Aartsen, and

van Tilburg 2017). We apply a similar strategy in the context of SA.

Although likely an improvement over hard classification, typically when using soft

classification and pseudoclass methods, researchers still assume that each subject

belongs to a single cluster, but the methods account for the uncertainty in the cluster

assignments. We argue that this dependence on specific clusters is often unrealistic in

the social sciences, as many individual characteristics are continuous in nature and

there are an unlimited number of different life-courses instead of fixed categories. If

we do not believe in the existence of true clusters, but instead assume the relative posi-

tions of the sequences matter more, we need to focus on their (dis)similarities directly.

Using pairwise dissimilarities in explaining an outcome is practically impossible, so

we turn to the concept of representativeness.

In discussing representativeness of sequences, Gabadinho and Ritschard (2013) con-

sider different options, including frequency, neighborhood density, and centrality.

Here, centrality considers the distances or dissimilarities between sequences. Centrality

can be calculated as the sum of dissimilarities between a subject and all (other) mem-

bers in a group. The smaller the sum, the more central the subject; the most central sub-

ject is called the medoid. The closer a medoid is to a sequence or a group of sequences,

the better representative it is to them.

As an example of how membership probability and representativeness differ, con-

sider the situation depicted in Figure 2. Subjects M1, M2, and M3 are the medoids,

that is, the most central members of their respective clusters. As such, they are the best

single representatives to their clusters. We can be fairly certain they belong to their

respective clusters; their membership probabilities are high regarding their own clus-

ters and low regarding all other clusters.

Subjects S1 and S2, on the other hand, are distant from the closest medoid M2, so

they are much less representative to cluster 2, and medoid M2 is much less representa-

tive of them than most of the other members. S1 and S2 are, however, different in their

positioning. Subject S1 is of a mixed type, almost equally distant from medoids M2

and M3. Its membership probabilities for clusters 2 and 3 are thus similar, close to 0.5.

Subject S2, however, is simply a distant subject: it is distant from medoid M2 but even

further away from medoids M1 and M3. Even though it does not fit any cluster
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particularly well, its membership probability to cluster 2 is high, corresponding to

strong certainty of being a member of cluster 2. Hence, we see that membership prob-

ability itself is not always a good measure of representativeness.

If we are dealing with a type A or type B situation (class-dependent sequence–

outcome relationship), the relative position within the cluster and thus subjects’ repre-

sentativeness is not an issue, unless we assume to find subjects that are not members

of any clusters (outliers). However, in situations of types C and D, representativeness

is arguably more important and often a theoretically more justified approach, as we

must consider subjects’ positions in relation to others, for example, by comparing

them with some theoretical ideal types or medoids.

Creating Variables from Sequences

Table 1 presents different ways of constructing variables from sequences, two of which

are based on a crisp clustering algorithm (in this case, the PAM algorithm) and two on

a fuzzy clustering algorithm, here the fuzzy analysis (FANNY) algorithm (Kaufman

and Rousseeuw 2009).

Let K be the number of clusters obtained from a clustering algorithm. We refer to

the traditional approach of constructing a categorical variable with K categories from

crisp cluster memberships as hard classification. Soft classification refers to using

membership probabilities from fuzzy clustering as K continuous variables (which sum

to 1 for each subject). In both types of variables, one cluster is typically chosen as a ref-

erence, and the respective (dummy or probability) variable is omitted from the model.

Pseudoclass is the equivalent of the multiple pseudoclass technique in probabilistic

LCA, where we draw multiple samples of cluster memberships from fuzzy clustering,

and for each sample estimate a model with a categorical membership variable the

usual way. Finally, we combine the results across the models similarly to the multiple

imputation technique (Rubin 2004). This type of an approach is fairly common in the

Figure 2. Example clusters with strong representatives (medoids M1, M2, and M3) and two
types of weak representatives (S1 and S2).
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LCA literature, despite some more recent studies (e.g., Lanza et al. 2013) showing this

approach might not provide improvements over hard classification.

Finally, we construct a variable that takes into account representativeness. For this

technique we need to define a set of representative sequences we can choose, on the

basis of theory or from using a clustering algorithm. Here we use a crisp clustering

algorithm for finding medoids and calculate the dissimilarity of each sequence to each

cluster medoid on the basis of the same distance matrix as for the hard clustering

(PAM). We transform these dissimilarities to representativeness values so that value 1

refers to perfect representation and 0 to poorest representation. More specifically, we

define the representativeness value of representative k (here, the medoid of cluster k)

to sequence i as

Rk
i = 1� distance of sequence i to representative k

maximum distance between two sequences
:

This leads to K continuous variables for subsequent analysis (which do not sum to 1).

SIMULATION STUDY

In this section we illustrate how different approaches succeed in predicting the out-

come when the sequence–outcome relationship is class dependent or similarity based.

All analyses were done in the R environment (R Core Team 2021), using packages

cluster (Maechler et al. 2021), seqHMM (Helske and Helske 2019), TraMineR

(Gabadinho et al. 2011), ggplot2 (Wickham 2016), and dplyr (Wickham et al. 2021).

The code to reproduce the simulation experiment and additional analyses can be found

on GitHub (https://github.com/helske/seqs2vars).

We first generated sequence data by creating three mixture Markov models with

varying clustering tendencies, each with four states and four mixture components

(“clusters”). We simulated 10,000 sequences of length 20 from each of these models.

We then calculated dissimilarities using optimal matching for spell sequences with

constant substitution costs (Studer and Ritschard 2016). We chose this measure

because it is sensitive to sequencing and thus is well suited for analyzing data gener-

ated with a Markovian model. We then clustered the sequences using PAM and

FANNY. Assessed using the average silhouette width (ASW; based on PAM) as a

Table 1. Variable Construction for the Simulation and Empirical Studies Including Two
Methods for Crisp Clustering (Using the PAM Algorithm) and Two for Fuzzy Clustering
(Using the FANNY Algorithm)

Name Clustering Method Variable Construction Variable Type

Hard classification Crisp (PAM) Cluster membership Dummies
Soft classification Fuzzy (FANNY) Membership degree Continuous
Pseudoclass Fuzzy (FANNY) Multiple pseudoclass technique Dummies
Representativeness Crisp (PAM) (Modified) distance to medoids Continuous

Note: FANNY = fuzzy analysis; PAM = partitioning around medoids.
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measure of clustering tendency (Kaufman and Rousseeuw 2009), the first model gen-

erated sequences with strong clustering tendency (ASW of about 0.8), the second gen-

erated sequences with a reasonable clustering tendency with some overlap between

sequences from different submodels (ASW of about 0.6), and the third generated

sequences with a weak clustering tendency (ASW of about 0.3). Figure 3 shows sam-

ples of clustered sequences. Using the clustering solutions and the corresponding dis-

similarity matrix, we then created several covariate matrices X on the basis of the

methods outlined in the prior section and summarized in Table 1. For each generated

matrix X , we then generated a response variable y by

yi = xib + Ei, Ei ; N (0, s2),

with b = (0, 1, 1, � 1)0 and s = 0:25 for each X .

Using each of these data sets, we ran Monte Carlo simulations in which for each

replication we sampled 1,000 of the original sequences and a corresponding y from

the full data set and computed covariate matrix X using all the methods presented in

Table 1. For FANNY, we fixed the membership exponent to 1.4, as larger values often

led to complete fuzziness and convergence issues during the simulations. We then split

the data in half and used the first half to estimate the regression model yi = xib + Ei.

Finally, we used this model to predict the values of the hold-out sample and computed

the corresponding root mean squared error (RMSE) of the predictions. This allowed

us to estimate the out-of-sample performance of our methods, also taking into account

the potential bias and uncertainty stemming from the construction of X using the sub-

samples instead of the full population data.

In reality, sequence data are unlikely to be generated by such simple Markovian

models, and the relationship between sequences and outcome variables is more com-

plex. Thus, the following results reflect more of a best-case scenario; in practice, the

differences between the methods and potential errors could be much larger than

observed here.

Figure 4 shows the average RMSE and 95th percentile intervals from 10,000 repli-

cations for different data-generating models and estimation methods. We see that for

classification-based data, the prediction improved (RMSE decreased) when the cluster-

ing tendency strengthened. Not surprisingly, the estimation based on hard classification

performed best with strong, clear clusters. Soft classification performed, on average,

slightly better in cases where we had classification error (data with a reasonable or

weak clustering tendency). The hard classification method produced the widest percen-

tile intervals: its performance was the most inconsistent. When the outcome was gener-

ated on the basis of membership probabilities, the clustering tendency did not have a

strong effect on the average RMSE when using the estimation method that matched the

data-generation process (soft clustering, the best-case scenario), whereas other methods

performed best with stronger clustering tendency.

On the other hand, when the data were generated on the basis of representativeness

(the case we argue is typically the most realistic in social sciences), the clustering ten-

dency did not have a clear effect on the average RMSE for any of the methods, and all

methods produced results not far from the theoretical value of 0.25 (the standard
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deviation of the noise term E). Still, the predictions based on representativeness outper-

formed others, most notably the commonly used hard classification approach. The

pseudoclass method, inspired by a similar approach from the LCA literature, did not

perform particularly well in any setting. The soft classification was the most robust

method over all scenarios and naturally performed best in the middle panel with a

matching data-generating process.

We performed additional experiments where the original data-generation and cov-

ariate creation was done with FANNY-based hard classification and gravity centers, a

potential alternative to our representativeness measure (Batagelj 1988). We also tested

ranking the methods on the basis of the Bayesian information criterion instead of

RMSE (excluding the pseudoclass method, for which the Bayesian information

Figure 3. Clusters of sequences simulated from three types of mixture Markov models with
varying clustering tendencies (weak, reasonable, and strong).
Note: The shades refer to four simulated states.
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criterion is not defined). These results are available in the supplementary material on

GitHub https://github.com/helske/seqs2vars/tree/main/simulations. These additional

simulations were in line with the conclusions of the main results, with FANNY-based

hard classification performing similarly to the PAM-based hard classification and the

gravity center method being similar to the representativeness method.

EMPIRICAL STUDY

We now illustrate the performance of the four methods with an empirical research

problem: predicting a continuous earnings variable or a binary poverty variable with

simple two-state sequences of employment trajectories. The timing, length, and fre-

quency of employment and unemployment spells have a profound effect on earnings

(Fuller 2015; Gangl 2006). These features of one’s occupational career determine the

opportunities for on-the-job human capital accumulation, while also signaling a work-

er’s competence and unobservable qualities to potential employers (Gangl 2006). Over

time, the cumulative effects on earnings can be substantial (Fuller 2015).

The data used in this example come from the Swedish population registers. The data

set comprises a sample of all residents of Sweden who turned 18 years old in 1997 and

who lived continuously in the country until 2017 (n = 10,000). In other words, we

observe all subjects from age 18 to age 38. Yearly states are coded as “1 = working”

and “2 = not working” on the basis of income and employment information from the

Figure 4. Average root mean squared errors (RMSEs) of predictions from 10,000 simulations
with 95th percentile intervals.
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Longitudinal Integrated Database for Health Insurance and Labour Market Studies.

Individuals who declared any income from employment in a given year are coded as

employed. Other variables included in the multivariate analysis come from the Total

Population Register.

We were interested in two outcome variables: (1) the probability of being in the

lowest income quintile at the end of the sequence (a measure of poverty) and (2) the

square root of cumulative income over the entire sequence (in 1,000 SEK). Income in

this case is income from wages, business, and other economic activity, including

social benefits related to economic activity (e.g., parental leave and sick leave com-

pensations). We also had measurements of characteristics of the individual and their

family background at the start of the sequence: region of residence (metropolitan

areas, smaller cities, countryside), mother’s education, father’s education, mother’s

employment status, father’s employment status, and sex.

We estimated the models for poverty using logistic regression and the models for

income using ordinary least squares regression with four different methods to predict

the outcome with employment histories. In both cases, we controlled for characteris-

tics of the individual and their family at the start of the sequence.

For the clustering of sequences, we used a dissimilarity measure that is sensitive to

the duration of (un)employment spells, namely, optimal matching with a substitution

cost of 2 and an indel cost of 1 (Studer and Ritschard 2016). We chose a solution with

five clusters for our example, with clusters differing in timing, prevalence, and continu-

ity of employment. Figure 5 shows the medoids and the index plots for the sequences

within each cluster of the hard classification (PAM) solution. The first cluster, mainly

no work, is characterized by the prevalence of spells without work, being the cluster

with longer and more prevalent states outside of employment. The second cluster,

unstable work, is characterized by frequent transitions in and out of work, which

become more common toward the end of the observation period. The cluster late entry

is characterized by very late entry into the labor market, mostly after age 28, and often

followed by frequent transitions in and out of work. Delayed entry is characterized by

spells of unemployment or inactivity in the first seven years (i.e., between ages 18 and

25) and by a transition to mostly stable employment afterward. Last, early entry is

characterized by a long spell in employment, starting early in the observation window.

A classification assigning cluster membership on the basis of the highest member-

ship probability obtained by the FANNY algorithm showed similar qualitative pat-

terns, with the majority of all sequences in each of the five classifications being

allocated to the same cluster. There were, however, minor differences in allocation.

First, the lowest degree of overlap between the two classifications was 57 percent for

the category unstable work, which had 35.8 percent of its sequences allocated to late

entry in the soft classification. Second, 33.7 percent and 20.2 percent of the early

entry and delayed entry, respectively, were allocated to unstable work. These differ-

ences result in a higher share of the working state at later positions in the cluster

unstable work of the soft classification than in the hard classification, but otherwise,

the other clusters have remarkably similar patterns (see Tables A2 and A3 and Figure

A1 in the Appendix).
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Earlier research suggests the varying degrees of attachment to employment and the

different lengths of employment spells found in each cluster would have distinct out-

comes in terms of poverty and cumulative earnings. This can be studied using the clus-

ter variable as a predictor of these two outcomes, in a similar way to the study by

Fuller (2015). In addition, we repeated the analysis using the other approaches

described in the simulation study, namely pseudoclass, soft classification, and

representativeness.

In this case, we did not believe any true employment clusters exist or that the out-

comes would be class dependent. Instead, we assumed the relationship between the

work trajectory and the outcome (income or poverty) is similarity based and expected

that representativeness would be the most appropriate measure to use. Our analysis

highlights the substantial differences in how the different types of sequence variables

perform as predictors. Before showing the full results, we illustrate the differences in

predicted values with a simple example.

When using hard cluster memberships and setting early entry (cluster 5) as the refer-

ence category, the expected cumulative income for an individual would be

E(Ii) = b0 + b1C1
i + b2C2

i + b3C3
i + b4C4

i + Zig, ð1Þ

where E(Ii) is the expected (square root of) cumulative income for individual i, b0 the

intercept, bk the regression coefficient, Ck
i membership in cluster k of sequence i (0 or

1 for hard classification), and Zi represents all other covariates in the model and g the

vector of their coefficients. Now consider three sequences from the mainly no work

cluster (cluster 1), (M), (A), and (B), consisting of employment (E) and unemploy-

ment/inactivity (U):

(M) U–U–U–E–U–U–U–U–U–U–U–U–U–U–E–U–E–E–U–U

(A) U–U–U–U–U–U–U–U–U–U–U–U–U–U–U–U–U–U–U–U

(B) E–E–E–E–E–U–E–E–E–U–U–U–U–U–U–U–U–U–E–U

A hard classification method (PAM) assigns these three sequences to the same clus-

ter, which is characterized by long unemployment spells. Here, sequence (M) is the

medoid of the cluster and shows a pattern of mostly unemployment, (A) consists solely

of unemployment spells, and (B) is an outlier with a long spell of nearly continuous

employment that ends halfway through the period. For the case of hard cluster mem-

berships as predictors, the square root of expected 20-year cumulative earnings for all

these sequences is reduced to

E(Ii) = b0 + b1 + Zig = 64:69� 33:53 + Zig:

Note that cluster membership is reflected in the equation as a single parameter refer-

ring to the cluster assigned to all three sequences (in this case the first cluster). For sim-

plicity, if we assume the individuals in question belonged to the baseline category for

all other covariates, the predicted value of the square root of the 20-year cumulative

earnings (in thousands of Swedish kronor) is 31.16, which translates approximately to

SEK 970,000 for the three cases of (M), (A), and (B).
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Likewise, for the pseudoclass approach, the equation is

E(Ii) = b�0 + b�1 + Zig
� = 63:28� 27:49 + Zig

�,

where the coefficients are averages over multiple pseudoclass samples (the estimates

are different compared with those from the hard classification method, as reflected by

the asterisks). The equivalent square root of predicted earnings is 35.79, translating into

approximately SEK 1,280,000 for all of (M), (A), and (B).

As discussed earlier, a key difference between hard clustering and pseudoclass is

that pseudoclass assigns cluster memberships on the basis of the estimated member-

ship probabilities from a fuzzy cluster solution. The coefficients represent the aver-

aged cluster membership effect over all the replications, and the standard errors are

adjusted to reflect the uncertainty deriving from the probabilistic cluster allocation. In

this way, pseudoclass deals with the problem of treating group assignment as certain

by adjusting the estimated parameters and standard errors so they reflect the uncer-

tainty in cluster allocation. Yet pseudoclass is similar to hard classification in that it

attributes a uniform effect to all members of the same cluster, as our example shows.

Also note the difference in estimates between the methods: pseudoclass tends to shrink

estimates toward the average (Bray et al. 2015; Lanza et al. 2013), which makes it the

most conservative of all methods in terms of finding differences between the groups.

In contrast, the equations for the soft classification and representativeness methods

reflect within-cluster variability by incorporating more parameters and changing the

predictors into continuous measures. For soft classification, the equation includes

k � 1 parameters representing membership probabilities, leading to

E(Ii) = 69:31� 56:31P1
i � 12:36P2

i � 19:67P3
i + 9:39P4

i + Zig
y,

where Pk
i is the probability that sequence i belongs to the soft cluster k (similar to the

hard cluster approach, one of the cluster membership probabilities is left out of the

equation because the probabilities sum to 1). Instead of sampling-based adjustment to

uncertainty in the pseudoclass method, here the uncertainty of classification is incor-

porated into the covariates Pk
i themselves. Imputing the membership probabilities for

each sequence yields

E(IM ) = 69:31� 56:3130:83� 12:3630:03� 19:6730:08 + 9:3930:05 + Zig
y:

E(IA) = 69:31� 56:3130:86� 12:3630:03� 19:6730:05 + 9:3930:04 + Zig
y:

E(IB) = 69:31� 56:3130:43� 12:3630:16� 19:6730:20 + 9:3930:13 + Zig
y:

For (M), the predicted value of square root earnings (in 1,000 SEK) is 21.10, translat-

ing into about SEK 445,000; for (A), the same predicted value is 19.9, translating into

about SEK 396,000; and for (B) the value is 40.41, which translates into about SEK

1,633,000. Thus, the estimation based on soft classification captures the considerable

earnings difference that results from differences in the presence of unemployment

spells within the three sequences.
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In a similar vein, the equation using representativeness incorporates multiple para-

meters (which do not have to sum to 1):

E(Ii) = � 4:58� 1:12R1
i � 11:68R2

i + 26:41R3
i + 25:70R4

i + 48:25R5
i + Zig

y,

where Rk
i is the representativeness value of the representative sequence k (here, the

medoid of cluster k) to sequence i. The resulting equations from imputing the repre-

sentativeness values of each example sequence are

E(IM ) = � 4:58� 1:1231:00�11:6830:45 + 26:4130:60 + 25:7030:50 + 48:2530:25 + Zig
y,

E(IA) = � 4:58� 1:1230:80�11:6830:25 + 26:4130:40 + 25:7030:30 + 48:2530:05 + Zig
y,

E(IB) = � 4:58� 1:1230:65�11:6830:60 + 26:4130:50 + 25:7030:45 + 48:253 + :45 + Zig
y,

The predicted square root earnings (in 1,000 SEK) for sequence (M) using the represen-

tativeness method is 29.80, translating into approximately SEK 888,000. For sequence

(A) it is 12.29, which translates to approximately SEK 151,000. For sequence (B), the

value is 34.17, translating into about SEK 1,167,000. As in the case of soft classifica-

tion, representativeness also captures the differences in earnings between the three

sequences even when the clustering algorithm has assigned them to the same group.

As illustrated, the four approaches differ in terms of how predictions are calculated,

which means they also differ in terms of interpreting the estimated modeling results.

Interpretation is most straightforward for hard clustering, as it is interpreted as any

categorical variable: parameter coefficients bk correspond to the average differences

between members of cluster k and members of the reference category. The estimates

from pseudoclass, even though calculated in a different manner, are interpreted in the

same way. For soft classification, the coefficients are interpreted as the difference in

the outcome (or the probability of the outcome, in terms of the logistic model) between

a fully certain member of cluster k (whose membership probability is 1 for that cluster

and 0 for others) and a fully certain member of the reference category. For representa-

tiveness, the parameter estimates are difficult to interpret as such, as they correspond

to dissimilarities/distances to all the medoids (or other representative sequences).

When interpreting the parameter estimates, one cannot simply interpret one of them

but must consider all at the same time. However, average marginal effects (AMEs) or

average marginal predictions (AMPs) can be used for easier interpretation, and they

are comparable across all four approaches.

Here we show model results as AMPs for all four approaches. AMPs and AMEs are

similar concepts, except that instead of comparisons with a reference case as in the

more typical AMEs, the AMPs, also known as average adjusted predictions, show mar-

ginal predictions under some interesting configurations, in our case, at the medoids

obtained from the hard classification. Specifically, separately for each medoid, we pre-

dicted the outcome for each individual by replacing their observed representativeness

values with the representativeness values of the medoid (while keeping other covari-

ates at their observed values) and then calculated the average of the predictions over

all individuals. Similarly, for soft classification, we replaced the observed membership
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probabilities of each individual with those of the medoids, and with hard classification,

AMPs are calculated by replacing the observed cluster memberships. Finally, the pseu-

doclass AMPs are calculated for each pseudoclass replication as with hard classifica-

tion, and the set of AMPs obtained from all pseudoclass replications are then combined

using Rubin’s rules.

The top two panels (a and b) in Figure 6 display the AMPs for the clusters (hard

and soft classification and pseudoclass) or medoids of each cluster (representativeness)

by outcome and estimation approach. The estimates largely agree with each other, pre-

dicting worst outcomes for the mainly no work cluster concerning both discrete (pov-

erty) and continuous (income) outcomes. The differences between the methods are the

largest in the heterogeneous mainly no work cluster and the smallest for the more homo-

geneous early entry cluster. Here, all confidence intervals are narrow with the exception

of the mainly no work and unstable work clusters for representativeness (and even there

the estimates are clearly statistically significantly different). Overall, representativeness-

and soft classification–based estimates show larger differences between the clusters in

comparison with hard classification and pseudoclass.

Figure 6. Average marginal predictions, root mean squared errors (RMSEs), and Brier scores
by estimation method and outcome: (a) average marginal predictions (income), (b) average
marginal predictions (poverty), (c) RMSEs (income), and (d) Brier scores (poverty).
Note: FANNY = fuzzy analysis; PAM = partitioning around medoids.
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The lower panels (c and d) in Figure 6 show the RMSEs and Brier scores that we

used to assess the accuracy of the predictions. We computed them using a leave-one-

out cross-validation method over 100 folds and estimated confidence intervals by using

bootstrapping with 1,000 replications. As expected, representativeness produced more

accurate estimates in both cases than did the hard classification and pseudoclass meth-

ods; soft classification was close to the performance of representativeness, especially

in the continuous case. The Appendix provides further results for the empirical study,

such as descriptive statistics, parameter estimates, and information criteria from each

model.

DISCUSSION

In this article, we aimed to bring forward and discuss the problems of the traditional

approach of creating variables from SA clusters and to propose some alternative

approaches. Our simulation study demonstrated how the type of data-generating pro-

cess affects the performance of the different methods. In cases with true but unknown

clusters, hard classification worked well on data with strong clustering tendency,

whereas soft classification was consistently better on data with weaker clustering ten-

dencies (i.e., when classification error is an issue). However, when there were no true

clusters to begin with but the sequence–outcome relationship was assumed to be simi-

larity based, representativeness clearly outperformed other methods.

We also studied the performance of the methods on empirical data, where we pre-

dicted two types of income-related variables (a continuous cumulative income variable

and a binary poverty measure) with simple employment trajectories and control vari-

ables. In this case, we assumed the relationship between the sequences and the outcome

would be closest to the similarity-based setup and expected that the representativeness

measure would result in better predictions than the other methods. This was confirmed

by our analyses using cross-validation, but the advantage of using representativeness

was not as evident in the empirical case as it was in the simulations. Soft classification

was equally good for the continuous outcome, but it performed less well when the out-

come was binary.

We argue that in the social sciences, subjects are typically more or less hybrids of

multiple ideal types, and the outcome variable of interest is affected by multiple fac-

tors with varying magnitudes, which is not properly captured by hard classification

into clusters. Earlier LCA literature hypothesized that the pseudoclass method can bet-

ter account for uncertainty due to clustering. The benefit of pseudoclass method over

other proposed alternatives is that it tries to adjust for the uncertainty in the classifica-

tion without altering the interpretation of the model in terms of the corresponding pre-

dictors. However, its performance in our simulation and empirical studies was less

than convincing, which is in line with recent LCA literature (Bray et al. 2015; Lanza

et al. 2013). The pseudoclass method is also computationally the most demanding of

the considered methods. Although our pseudoclass approach is based on fuzzy cluster-

ing of sequence dissimilarities, not latent class models, on the basis of all these
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findings we cannot recommend the pseudoclass method as an alternative to the tradi-

tional hard classification technique.

Soft classification with mixed memberships account for uncertainty of membership

allocation, and as such it is a clear improvement over the traditional hard classification

with fixed memberships. The potential problem with soft classification is its inability

to deal with cases that are not well represented by any of the ideal types (outliers).

Similarity-based approaches such as representativeness take into account the closeness

of the sequence to the ideal types while also distinguishing between mixed types and

outliers. Other similarity-based measures may also work, such as measures based on

multidimensional scaling, especially when the data show clear and easily interpretable

principal components or when the goal is to construct a control variable (where inter-

pretation of effects of the sequence variables is not relevant). If outliers are not a big

issue, soft classification and representativeness measures are expected to lead to rela-

tively similar results. In this case, soft classification could be favored because of sim-

pler interpretation. In theory, the use of representativeness and membership

probabilities can induce some level of multicollinearity to the modeling, but we do not

see this as a major issue, as multicollinearity affects only the interpretation of individ-

ual predictors, and in these cases, the effects of these sequence-related variables are

best considered as a whole (as in our examples).

Related to multicollinearity, we fixed the number of clusters and medoids to be the

same across the different approaches for comparability. In practice, it may be advisable

to use a smaller number of clusters/medoids for representativeness and possibly also

for soft classification in comparison with hard classification, because of the continuous

nature of these measures. For example, in our simple empirical example, dissimilarities

to sequences of “always working” and “never working” capture the same information

(causing multicollinearity), so in practice adding only one of these as a representative-

ness predictor would be sufficient.

To conclude, we demonstrated the importance of considering how sequences and

the outcome variable of interest are related, and the need to adjust the analysis accord-

ingly. If true underlying clusters are expected to exist, then hard or soft classification

methods should be preferred (depending on how big an issue classification error is

expected to be). In social sciences, the whole idea of the existence of any “true

clusters” is often implausible. Often the main purpose of cluster analysis is to reduce

the complexity of the sequence data, in which case similarity-based approaches or soft

classification should be considered. On the basis of our analyses, the representative-

ness method shows promising results, and perhaps other alternatives will emerge in

future work. We hope this article will encourage further discussion and research on

combining SA and subsequent modeling.
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APPENDIX: EMPIRICAL STUDY

Figure A1. Comparison between hard and soft cluster classifications: (a) hard classification
and (b) soft classification.
Note: Soft classification is presented using weighted sequence plots, as suggested by Studer (2018).
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Table A1. Outcome Variables by Cluster

Cumulative Income over 20 Years

Cluster Mean S.D. n

Mainly no work 1,520.71 1,502.40 1,019
Unstable work 3,076.23 1,186.19 1,089
Late entry 3,606.48 1,544.39 1,426
Delayed entry 4,503.90 1,894.54 2,703
Early entry 4,632.64 1,420.23 3,763

Percent in Poverty at Year 20

Cluster % Count n
Mainly no work 61.14 623 1,019
Unstable work 28.10 306 1,089
Late entry 11.64 166 1,426
Delayed entry 7.73 209 2,703
Early entry 8.64 325 3,763

Table A2. Cross-Tabulation between Cluster Assignments by Hard Classification (PAM) and
Soft Classification (Based on the Maximum Membership Probabilities from FANNY)

Soft Classification

Hard Classification
Early
Entry

Delayed
Entry

Unstable
Work

Mainly
No Work

Late
Entry

Early entry 66.3% (2,494) .0% (0) 33.7% (1,269) .0% (0) .0% (0)
Delayed entry .0% (0) 65.4% (1,769) 20.2% (546) .1% (3) 14.2% (385)
Unstable work .2% (2) .0% (0) 57.0% (621) 7.0% (76) 35.8% (390)
Mainly no work .0% (0) .0% (0) .0% (0) 91.9% (936) 8.1% (83)
Late entry .0% (0) 15.1% (215) .6% (9) 1.5% (21) 82.8% (1,181)

Note: FANNY = fuzzy analysis; PAM = partitioning around medoids.

Table A3. Average Soft Classification Probabilities by Hard Classification Cluster

Soft Classification

Hard Classification
Early
Entry

Delayed
Entry

Unstable
Work

Mainly
No Work

Late
Entry

Early entry 63.9% 7.0% 22.3% .9% 5.9%
Delayed entry 5.3% 43.5% 23.7% 3.0% 24.5%
Unstable work 12.3% 18.6% 32.4% 10.3% 26.5%
Mainly no work 2.7% 9.6% 7.1% 64.5% 16.1%
Late entry 3.9% 30.9% 14.2% 9.9% 41.1%
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